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ABSTRACT

The interest in fluorescence lifetime imaging microscopy (FLIM) is increasing, as commercial FLIM modules become
available for confocal and multi-photon microscopy. In biological FLIM applications, low fluorescence signals from
samples can be a challenge, and this causes poor precision in lifetime. In this study, for the first time, we applied
wavelet-based denoising methods in time-domain FLIM, and compared them with our previously developed total
variation (TV) denoising methods. They were first tested using artificial FLIM images. We then applied them to low-
light live-cell images. The results demonstrated that our TV methods could improve lifetime precision multi-fold in
FLIM images and preserve the overall lifetime and pre-exponential term values when improving local lifetime fitting,
while wavelet-based methods were faster. The results here can enhance the precision of FLIM, especially for low-light
and / or fast video-rate imaging, to improve current and rapidly emerging new applications of FLIM such as live-cell, in
vivo whole-animal, or endoscopic imaging.
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1. INTRODUCTION

Fluorescence lifetime imaging and fluorescence lifetime imaging microscopy (FLIM) are useful molecular imaging
techniques for pre-clinical and clinical studies in living cells, tissues, small animals, and endoscopic samples, with
fluorescence lifetime serving as the image contrast '. It can be used as optical sensors to indicate micro-environmental
conditions such as oxygen levels, the state of endogenous / exogenous fluorophores, and Forster resonance energy
transfer in live cells >*. The interest in FLIM is increasing, as commercial FLIM modules become available for confocal
and multi-photon microscopy.

However, in biological FLIM applications, low fluorescence signals from samples can be a challenge, and this causes
poor precision in lifetime. To improve the precision of lifetime determination, optimal gating can be implemented for
time-gated FLIM . Alternatively, image “denoising” (noise removal) also improves the precision of fluorescence images
7-9

In this study, therefore, for the first time, we evaluate the applications of wavelet-based denoising methods on time-
domain FLIM to improve lifetime precision, and compared them with our previously developed total variation (TV)
denoising methods © in this particular application.

2. METHODS
2.1 Time-gated FLIM system

To implement time-gated FLIM, we have designed and characterized a novel wide-field, time-domain FLIM system
developed for picosecond time-resolved biological imaging > '*''. A nitrogen laser is used to pump a dye laser for UV-
visible-NIR excitation, offering a significantly less expensive, wide-field, and potentially portable / clinically applicable
alternative to multi-photon excitation for sub-nanosecond FLIM imaging of biological samples ''. The large temporal
dynamic range of 750 ps — 1 ps, the lifetime discrimination of 50 ps, and the 1.4 um spatial resolution of the system
make it suitable for studying many biological endogenous and exogenous fluorophores '*'*. To create fluorescence
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lifetime maps rapidly with acceptable precision, a four-gate protocol with an analytical least squares lifetime
determination algorithm was used on a pixel-by-pixel basis. It is more precise than the two-gate protocol while still easy
to handle ',

2.2 Optimal gating

Optimal gating parameters g (gate width) and df (time interval between two consecutive gates) were determined
previously with Monte Carlo simulations '*. The Monte Carlo simulation procedure was similar to the one used for the
accuracy and precision estimation of the denoising methods (section 2.5), except that different g and df values were used
in individual simulations without performing any image denoising. This could also be regarded as using one single pixel
in the undenoised case with varying gating parameters. Optimal g and dr were found to achieve the best precision of
lifetime determination. The optimal gating scheme of the artificial images (section 2.4) was determined to be g = 16 and
dt = 4.1t was an optimal gating scheme for a certain lifetime range in which our lifetime setting was covered.

2.3 Denoising methods

The first wavelet-based denoising method employed in this study utilized basic, unmodified Discrete Wavelet Transform
(DWT). Image denoising was implemented with four levels of decomposition and soft-thresholding using Matlab’s
Wavelet Toolbox version 4.4. The default threshold determination method for wavelet denoising (using universal
thresholding and median absolute value of the detail coefficients) was not used due to the fact that its estimated noise
level was zero and hence no denoising would be performed for our artificial images (described in section 2.4) corrupted
by Poisson noise. Therefore, the threshold values were determined by using mean absolute value. Global thresholding
was used for each gated image. The wavelet biorthogonal 3.7 (bior 3.7) was chosen, not only because it is a commonly
used wavelet but also because it has been demonstrated to perform well in frequency-domain FLIM for background
subtraction and denoising ®.

A more sophisticated wavelet-based algorithm developed by Willet et al. '*?° and employed in this study (denoted as
“Poisson Wavelet” below) is a Bayesian approach to Poisson intensity estimation based on the translation invariant (T1)
hereditary unnormalized Haar wavelet transform. This type of wavelets allows a simple formulation in the case of
Poisson data.

The wavelet methods were compared with our previously developed TV models '*. The first one was the fweighted TV
(FWTYV) that can deal with Poisson-distributed noise, and the other one was a modified version of FWTV for handling
non-Poisson noise (such as a combination of different forms of noise at low photon counts with real imaging systems).

2.4 Artificial images

Because artificial images have predetermined parameters, we employed them to evaluate the accuracy and precision of
the denoising algorithms. The fluorescence decay model used in this study was single-exponential with the intensity
profile I(t) = a exp (-t/z), where 7 is fluorescence lifetime and « is a pre-exponential term.

The geometry that we may encounter with live-cell FLIM was mimicked in our artificial images. It consisted of “the
ring” (the large open circle shown in the right panel of Figure 1) with z =5 and a = 1000, “the inner circle” (the centered
solid circle inside the ring) with = 10 and a = 1000, and “the satellite” (the small dot to the bottom right of the inner
circle and the ring) with =10 and a = 50. The image size was 128 pixels x 128 pixels.

2.5 Monte Carlo simulations
Monte Carlo simulations were used, along with the artificial images and the predetermined lifetime values (section 2.4),
to construct the distribution of lifetime determined from Poisson-noise-corrupted intensity images for each pixel, either

with or without denoising. Denoising, if implemented, was performed on each gated intensity images before lifetime
map construction. The number of simulations was 20 in each denoised or undenoised case.
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2.6 Estimation of accuracy and precision

After all lifetime values from the MC simulations were collected, the mean and the standard deviation of the lifetime
values from all the MC simulations were calculated, and these values were used for the evaluation of accuracy and
precision with RSD (relative standard deviation) and RME (relative mean error). RSD (%) was defined as [standard
deviation / mean value] X 100. RME (%), on the other hand, was defined as [(mean value — correct value) / correct value]
% 100.

2.7 Live-cell sample preparation

BCECF, AM (Invitrogen, CA), was used to stain live HCT-116 cells (purchased from ATCC). After the confluence of
the cells reached about 80% in culture dishes, the culture media were removed and phosphate buffered saline (PBS) was
used to wash the dishes three times. The cells were then incubated at 37°C with 1uM BCECF, AM, in PBS for one hour
before using the FLIM system for imaging. The gating parameters were df = 1 ns and g = 0.2 ns, which were not the
optimal gating scheme; this was to better evaluate the ability of the denoising methods to handle images with low SNR
(signal-to-noise ratio). For each FLIM gating, five images were used for averaging.

3. RESULTS

3.1 Artificial images

The performance of precision improvement was method- and geometry-dependent; FWTV and Poisson Wavelet
performed equally well with the ring being most difficult to denoise. The results are illustrated in Figure 1, where the
RSD value at each pixel is shown for the lifetime map constructed with either undenoised or denoised artificial intensity
images using two different denoising methods. In the undenoised image, apparently the satellite had a much higher RSD
value due to its much lower total photon counts (TC, = ar). Note that in the artificial images TC was kept relatively high,
compared to the live-cell imaging (section 3.2), for better characterization. After denoising with the three methods
(FWTV '8 DWT, and Poisson Wavelet), all the three objects had their RSD values lowered and the precision
improvement was most significant in the inner circle. We could clearly observe that DWT had the worst effect and
FWTYV was the best (data not shown, precision improvement was multi-fold when compared with the undenoised case),
with Poisson Wavelet slightly worse than FWTV. The ring was most difficult to denoise for all the three methods. This
was probably due to the fact that the ring had an edge-rich geometry. Interestingly, for the satellite, DWT produced the
best precision, but it had issues regarding the accuracy that will be described below.

Undenoised DWT Poisson Wavelet

Figure 1. RSD (relative standard deviation), indicating the precision, of the lifetime map constructed with the
undenoised and denoised artificial images using two different denoising methods.

Both FWTV and Poisson Wavelet preserved the accuracy of lifetime determination after denoising. Figure 2 illustrates
the RME values, which indicate the accuracy. As we can expect, in the undenoised image, since the noise was defined by
Poisson random distribution, the accuracy of lifetime determination should be minimally affected, and this image
therefore should serve as the standard accuracy the denoising methods should be aimed at. After FWTV '* and Poisson
Wavelet denoising, the accuracy was mostly preserved relative to the undenoised case, with Poisson Wavelet method
slightly better especially for the satellite. On the other hand, DWT denoising suffered from severe inaccuracy for the ring
and the satellite and even for the inner circle (lower RME on the edge but higher RME off the edge).
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As for the running times for each 128 x 128 image, DWT was the fastest and Poisson Wavelet was slightly slower, with
FWTYV being the slowest.

Undenoised DWT Poisson Wavelet 10
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Figure 2. RME (relative mean error), indicating the accuracy, of the lifetime map constructed with the undenoised
and denoised artificial images using two different denoising methods.

3.2 Live-cell FLIM

To demonstrate that the denoising methods can be applied to live-cell images acquired from real FLIM systems, FWTV,
Poisson Wavelet, and a modified FWTV were used to denoise the gated fluorescence intensity images before lifetime
map construction. DWT was not used since it suffered from severe inaccuracy (section 3.1). The modified FWTV was
used since real image systems, especially at low photon counts, have forms of noise other than Poisson distribution.
Optimal gating was not implemented in this case for better evaluation of the ability of the denoising methods to handle
images with low SNR. The total photon counts were around 600 only.

For live-cell images acquired with the FLIM system, the modified FWTYV best preserved the overall 7and a values while
improving local lifetime fitting. If FWTV was not modified, the intensity images could be over-smoothened and the
lifetime value would be inaccurate. Similar phenomenon happened to Poisson Wavelet denoising as well, presumably
due to the fact that the assumption of noise distribution was not appropriate for low-light live-cell imaging. The lifetime
values, after averaging, were then compared with the averaged undenoised lifetime value, which should remain almost
constant pre- and post-denoising, due to the randomness of the uncertainties. Our results clearly demonstrated that the
modified FWTV could best preserve the overall 7 and a values while still removing uncertainties and improving local
lifetime fitting.

4. CONCLUSIONS AND FUTURE WORK

In this study, TV-based and wavelet-based image denoising methods were characterized for individual strengths and
weaknesses with artificial images and live-cell images acquired from a real FLIM system. With artificial images, FWTV
and Poisson Wavelet performed almost equally well (multi-fold precision improvement, depending on the geometry of
objects) and better than DWT in terms of both precision and accuracy, with DWT and Poisson Wavelet running faster.
For live-cell images acquired with the FLIM system, the modified FWTYV best preserved the overall 7 and a values while
still improving local lifetime fitting.

The results here can enhance the precision of FLIM, especially for low-light and / or fast video-rate imaging, to improve
current and rapidly emerging new applications of FLIM such as live-cell, in vivo whole-animal, or endoscopic imaging.

Future work includes investigating a more sophisticated approach to threshold determination of, and using local
thresholding in, DWT and other wavelet-based methods for FLIM use. Also, high-speed FWTV can be developed by
improving the code efficiency and adopting advanced algorithms, such as the ones developed by Chambolle *' and
Figueiredo et al. **. Finally, since precise and accurate noise removal can improve other advanced image processing
techniques such as image deconvolution **, segmentation, and object tracking, the combination of denoising and these
techniques will be studied for FLIM use as well.
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